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Identity recognition of complex entity
across heterogeneous sources

Qiang Meng2, Jianfeng Wang2, 3

Abstract. As part of the Web big data, information about the same entity may distribute

widely in multiple heterogeneous sources, which challenges traditional entity recognition and clus-

tering methods. Aiming to address the characteristics of inconsistency and irrelevance of data

across heterogeneous sources, in this paper, we pro-pose a joint iterative method for entity recog-

nition based on object similarity measurement and characteristic relevance analysis. In this work,

we �rst construct a model of non-linear similarity measurement and pro-pose a method of opti-

mizing multidimensional weight parameters for measuring the similarity between objects; then we

establish an iterative model to optimize object relevance, expand training set and analyze charac-

teristic relativity. We also propose a method to estimate the weights and parameters concerning

un-known characteristic data (they do not appear in training data) for ultimately achieving joint

identity recognition on data across heterogeneous sources. We experiment on both homogeneous

and heterogeneous datasets and compare with three state-of-the-art methods. The results validate

better accuracy and adaptability of our method.

Key words. Entity identity, heterogeneous cross-source, iterative algorithm, complex char-

acteristic, nonlinearity relationship.

1. Introduction

Entity recognition is a critical foundation for data fusion and data cleaning,
which directly a�ects data quality and data analysis. Entity recognition is a process
to group the data describing the same real-world entity from one source or multiple
sources, as well as a particular clustering issue [1] di�erent from normal clustering [2].
According to the type of objects to be recognized, it is mainly divided into named
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entity recognition [3] (natural language processing) and object entity recognition
[4] (structures data). Named entity recognition is to match the identity between
two texts via semantic analysis and relationship among lexical structures. Object
entity recognition is to estimate the identity between two objects via comparing sim-
ilarity among the features of entities. The essential of both of the aforementioned
methods is to match by means of calculating the similarity between two objects.
Apparently the e�ective similarity calculation are very important for entity recog-
nition. Therefore, entity recognition has an important signi�cance to improve big
data applications as well as other research �elds epitomized as follows:

(1)Information retrieval. Plenty of repetitive data produced by retrieval results
from multiple sources would a�ect the e�ciency of information acquisition. E�ec-
tively recognizing and integrating data describing the same entity from multiple
sources can improve the e�ectiveness of homogeneous data fusion and search results
diversity.

(2)Data fusion. As the base of data fusion, entity identity recognition matches
and merges the entity objects from di�erent sources, thus completing the feature
properties as well as improving the fusion e�ectiveness and data quality.

2. The Identity Judgment on Heterogeneous Entities

2.1. The General Form of Similarity Function for Hetero-
geneous Entities

We denote two heterogeneous objects as:

D1 = {< K11, V11 >,< K12, V12 >, · · · , < K1p, V1p >}
D2 = {< K21, V21 >,< K22, V22 >, · · · , < K2q, V2q >}

(1)

According to the previous work, we equivalently process the features based on sim-
ilarity and range. The features with equivalence relation from two object data are
denoted as one, and the other features are mutually independent. Thus the above
two object data can be merged as:

D1 = {< K1, V11 >,< K2, V12 >, · · · , < Kn, V1p >,
< K11, V11 > · · · , < K1(p−n), V1(p−n) >}

D2 = {< K1, V21 >,< K2, V22 >, · · · , < Kn, V2n >,
< K21, V21 > · · · , < K2(p−n), V2(p−n) >}

(2)

where n represents the number of features with the same attributes in D1 and D2,
the attribute K is re-ordered. Considering that di�erent features matter di�erently
in the similarity, we suppose the other features are irrelevant.

Therefore the similarity of D1 and D2 can be represented as:

Sim(D1, D2) =

∑n
i=1 ωiSimV (V1i, V2i)∑n

i=1 ωi
(3)



IDENTITY RECOGNITION OF COMPLEX ENTITY 567

where ωi denotes the weight of feature i, the range of ωi is [0,1]. For the hetero-
geneity of data, the data features are di�erent.

∑n
i=1 ωiis not always equal to 1.

SimV (V1i, V2i) denotes the similarity of two values on feature i. For the di�erence
of attributes and distributions under heterogeneous environment, the calculations of
features similarity are di�erent.

SimV (V1i, V2i) =

{
SimV (V1i, V2i), (a)

(
SimV +u−1

u )t+( 1−u
u )t

( 1−u
u )t+1

, (b)
(4)

Optimal Algorithm of Characteristic Weights: We can discover the di�erent impor-
tance of the features by studying the training data. We assign di�erent weights to
characteristics according to how the features a�ect the identity. As to the training
set TCR, it is generated s equivalent sets of identity as R1,R2,. . . ,Rs. Suppose the
data from training set are consistent and e�ective, our goal is to output the results
that arbitrary two objects from the same equivalent set have high similarity, as well
as arbitrary two objects from di�erent equivalent set have low similarity. In order
to satisfy the weight characteristic parameters of training results, we construct the
loss function OPT as follows:

OPT =
∑
X∈Ri,Y ∈Rj ,i=j

(1− Sim(X,Y ))+∑
X∈Ri,Y ∈Rj ,i6=j Sim(X,Y )

(5)

When the OPT is smallest, i.e. the similarity of the objects approaches to 1
in the same equivalent set and the similarity of the objects approaches to 0 in
di�erent equivalent set, the characteristic weight in this situation is the optimum
value. However, the training set may be an uneven sample from huge samples. If we
intensify the e�ect of training data when qualifying the weights, over-�t phenomena
occurs. On the one hand, the data of training set perform excellent while the others
deviate from our expectancy value. On the other hand, for the optimal function is
linear, the data pairs of the similarity are easily generated within the �eld of 0.5.
Then the reliability of recognition is lowered.

Fig. 1. Distribution of similarity and homoousia of data pairs

According to the specialty of the penalty function, we proposef(x) = ebx − 1.
When x > 0, f(x) increases quickly as x increases. Thus the error values of deviated
data are increased, and the precision of optimal function is improved. Whenx < 0,
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f(x) < 0, f(x) decreases slowly as x decreases. Then the speed is slowed down when
close to the frontier, the over-�t is relieved. The object loss function is optimized
as:

OPT =
∑
X∈Ri,Y ∈Rj ,i=j

eα(ε2−Sim(X,Y )) − 1+∑
X∈Ri,Y ∈Rj ,i6=j e

β(Sim(X,Y )−ε1) − 1
(6)

Therefore, the objective parameters to be solved are α, β, ω1, ω2, · · · , ωn,u1, u2, · · · , un,
t1, t2, · · · , tnetc. We utilize Stochastic Gradient Descent(SGD) to optimize the char-
acteristic weights and calculate the partial derivatives of all parameters. For instance
the Gradient descent direction of ωk is:

∆ωk = ∂OPT
∂ωk

=∑
X∈Ri,Y ∈Rj ,i=j

−αeα(ε2−S(X,Y )) • ∂S(X,Y )
∂ωk

+
∑
X∈Ri,Y ∈Rj ,i6=j βe

β(S(X,Y )−ε1) • ∂S(X,Y )
∂ωk

=
∑
X∈Ri,Y ∈Rj ,i=j

−αeα(ε2−S(X,Y )) • SV k

∑n
i=1 ωi−

∑n
i=1 ωiSV i

[
∑n

i=1 ωi]2

+
∑
X∈Ri,Y ∈Rj ,i6=j βe

β(S(X,Y )−ε1) • SV k

∑n
i=1 ωi−

∑n
i=1 ωiSV i

[
∑n

i=1 ωi]2

(7)

where S(X,Y ) is the objects similarity function expressed by Eq.(13) calculated
by Eq.(14) represents the similarity of values on the feature i between object X

and Y. Besides,
∑n
i=1 ωiis the characteristic intersection for its corresponding data

pair(x, y), and ωi in di�erent (x, y) may be not necessarily identical. For each group
of sample pair (x, y) composed of two data, it is iterated along with the direction of
gradient descent in the objective function as follows:

ωk(t+ 1)← ωk(t)− η(
∂OPT

∂ωk
) (8)

where η ∈ Re+represents the studying speed, i.e. descent velocity. In our work we
utilize Gaussian function to control step length of gradient descent, thus the renewal
process is represented as:

ωk(t+ 1) = ωk(t)− 1√
2π
× e−∆ωk(t)2 ×∆ωk(t) (9)

In the initial situation, we set all the weights as 0.1 by default for increasing, set all
the ui as 0.5 by default for decreasing, set all the ti as 1 by default for decreasing. The
training set studies according to Stochastic Gradient-Descent to solve the weights of
characteristic attributes and relative parameters. Thus the two objects which satisfy
Eq. (19) can be inferred as the identical entity.

Sim(DX , DY ) =

∑n
i=1 ωiSimV (VXi, VY i)∑n

i=1 ωi
≥ 1− ε (10)
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3. Experiments

Experimental Settings:Our experiments use real-world datasets to measure the al-
gorithm performance. In order to analyze the entity characteristics and performance
variation in di�erent environment, two datasets are collected including:(1)homogeneous
datasets from mobile application: constructed by 4 di�erent sources, 20109 records.
The data stored by relational database possess the same characteristic. The at-
tributes cover name, content, category, rating, size, version number, download,
developer, last update; (2) heterogeneous commodity datasets: constructed by 3
sources, 698921 records. The data stored by Key-Value database possess di�erent
characteristics. Besides the common attributes such as name, content, price, seller,
category, there are some di�erent attributes such as brand, color, material, features,
support phone, weight. On the average, each data possesses 12 attributes. In the
complete set, there are 3918 di�erent characteristic attributes in all.

We train the parameters by sample set, and validate the e�ect by calibration of
testing set. In our experiments, as to datasets of mobile application, we randomly
select 1000 items as sample set and 2000 items as testing set. As to commodity
datasets, we randomly select 1500 items as sample set and 3000 as testing set. The
Ground truths of both sample set and testing set are all collected from amazon
crowdsourcing analysis and arranged as set {<D11,D12,. . .>,<D21,D22,. . .>,. . . }.
Each subset represents the data objects of the identical entity. We adopt complete
set for computation. Besides comparing the results from testing set, we randomly
select partial sample data to manually annotate for supplementing the ground truths
of testing set.

All experiments are performed on a PC cluster with Intel(R) Core(TM) CPU
i7-4790 3.60 GHz and 8 GB memory, running on a Windows 2008 operating system.
Our algorithms are implemented using the C++ language and each execution is
performed as a single process (i.e., no parallel processes), where very minor simpli-
�cations are done in the implemented versions.

Evaluation Criteria:As to n items of the testing set, we construct n × n data
pairs < Di,Dj >, let 0-1 matrix TMn×n represent the testing results, where each
element represents the identity of data pair calculated by former algorithm; let 0-1
matrix RMn×n represent the truth, where each element represents the identity of
data pair based on ground truth.

Validation and Analysis:Entity recognition is a special type of clustering issue. In
order to validate our work, we conduct experiments on homogeneous mobile applica-
tion datasets and heterogeneous commodity datasets separately, and then compare
on the same datasets with: (1) traditional clustering benchmark(Cop-K-means): A
semi-supervised clustering algorithm based on pairwise constraints; (2) GAC (Ge-
netic Algorithm-based Clustering Technique); (3) RELDC: entity recognition based
on similarity; (4) DepGraph[10]: entity recognition algorithm based on relationship
of object dependence.

(1) Performance analysis of homogeneous datasets
In order to measure how training study in�uences the algorithm performances,

remaining the scale of the training set, we sample sizes of 200, 500, 800 and 1000
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sets from homogeneous datasets for training. It is indicated in Figure 3, when
the training sets are su�cient, RELDC and GAC perform better than DepGraph
and Cop-K-means. But as the sets reducing, the performances of RELDC and
GAC decrease rapidly. This is because DepGraph analyzes the relationship between
characteristics via a few sets and Cop-K-means extends semi-supervised learning via
pairwise constraints information, which lowers the demand for training sets. At the
same time, RELDC and GAC are in high demand for training sets. The experiments
demonstrate when training sets are insu�cient, IBJI-MHE performs approximately
as DepGraph and when training sets are su�cient, it performs approximately as
RELDC.

Fig. 2. comparison in di�erent training size (homogeneous)

Fig. 3. comparison in di�erent universal size(homogeneous)

In order to compare the algorithm performances in di�erent dataset sizes, we
uniform scale the testing sets and training sets, and sample testing sets with the sizes
of 400, 800, 1200, 1500 for validation, then geometric diminish the corresponding
training sets. It is indicated in Figure 4 that as the dataset increasing, Cop-K-
means and DepGraph improve their performances. It is because they utilize the
characteristic relation between data and their abilities of characteristic learning are
enhanced when the datasets are su�cient. However the performances of RELDC and
GAC are degraded for increasing datasets exacerbate discreteness. The experimental
results demonstrate IBJI-MHE maintains superior stability and performs excellent
regardless of dataset size.
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(2) Performance analysis of heterogeneous datasets
In order to measure how training study in�uences the algorithm performances in

heterogeneous datasets, remaining the scale of the training set, we sample sizes of
200, 500, 800 and 1000 sets from heterogeneous datasets for training. It is indicated
in Figure 5 RELDC and GAC are strongly dependent on training sets. It is mainly
because depending on association graph and characteristic attributes they are unable
to e�ectively process unknown characteristics of heterogeneous data in collections.
Cop-K-means performs better than DepGraph under heterogeneous environment.
It is because Cop-K-means combines training and testing sets to adjust convergent
function while DepGraph is unable to jointly model unknown characteristics. The
experimental results demonstrate IBJI-MHE is independent on training sets under
heterogeneous environment, and performs generally better than other algorithms.

In order to compare the algorithm performances in di�erent dataset sizes under
heterogeneous environment, we uniform scale the testing sets and training sets, and
sample testing sets with the sizes of 600, 6000, 2000, 3000 for validation, then ge-
ometric diminish the corresponding training sets. It is indicated in Figure 6 that
as the dataset increasing, Cop-K-means and DepGraph improve their performances.
Cop-K-means improves obviously when dataset is small and then varies little. It is
because Cop-K-means enhanced training e�ect to some extent after learning training
and testing sets. While DepGraph improves slowly for it is unable to integrally estab-
lish dependency relation graph by computing adjacent objects under heterogeneous
environment and the performance improves limitedly. At same time the perfor-
mances of RELDC and GAC are decreased, especially GAC decreases obviously. It
is because as the heterogeneous datasets increasing, the dispersion enhanced sharply
and the performance is decreased immensely. The experimental results demonstrate
IBJI-MHE maintains superior stability and performs excellent regardless of dataset
size.

Fig. 4. comparison in di�erent training size(heterogeneous)

4. Conclusion

We have proposed a joint iterative method of entity recognition for heterogeneous
complex data based on measurement of objects similarity and analysis of character-
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Fig. 5. comparison in di�erent whole size(heterogeneous)

istic relevance. The experimental results have demonstrated our techniques outper-
form other methods on both accuracy and adaptability. Our contributions mainly
are:

(1) We propose a measurement of similarity between non-linear description data.
(2)We present objective loss function to optimize global characteristic parame-

ters.
(3)We construct a combined iterative associated solution.
These methods have e�ectively solved entity recognition of complex data under

heterogeneous environment. However, both theory and experiments of our works are
conducted based on data with no obvious con�icts. We only consider situations of
data missing, multiple-valued attributes and polymorphism description but ignore
data errors, data con�icts and strong inconsistency. In the future, we would like
to investigate (??) entity recognition on inconsistency data based related workand
(??) performance optimism in big data to improve adaptability and e�ciency.
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